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Software security deals with the abili-
ty to protect software and its under-

lying systems from being exploited by
unauthorized users and from mishaps
from authorized users. This includes
safeguarding against direct attacks [1],
detecting and preventing indirect
attacks that take advantage of software
defects, removing defects, and preserv-
ing the intrinsic value (such as the
inherent intellectual property) of the
system.

Approaches to ensure that software
systems are secure fall along a continu-
um ranging from reactive to proactive
techniques. Reactive proponents tend
to favor a post-facto approach – apply-
ing security measures to software after
it has been developed. This is based on
the opinion that it is not possible to
protect against every single conceivable
threat. This philosophy is articulated as
if security is the absence of risk, then we will
never get a system that is both secure and use-
ful. There is a need to balance risk and control
[2]. Reactive approaches hinge on three
assumptions. First, systems that are
exhaustively assessed for security
become hard to use and the cost in time
and effort to produce and use such sys-
tems defies the economics of software
development. Second, risk handling
should be deferred until a problem
actually occurs. Third, tools to handle
problems need to be in place to handle
issues when they arise [2].

The proactive approach, on the
other hand, requires that security mea-
sures be implemented during the soft-
ware life cycle as part of the develop-
ment process, so that fielded systems
require little or no patching. This is
based on the premise that if software is
built with security in mind then vulner-
abilities will be addressed early in the
development cycle. To do so, propo-
nents of proactive security measures
require that architectures and designs
that actively promote security be creat-

ed and that risk management be applied
throughout the development process.
Put bluntly, this is the philosophy of
building things right, designing for security,
analyzing security over the whole life cycle, and
coding securely [3].

In practice, both approaches are nec-
essary to create secure software. Since
systems are often a composite of unreli-
able parts, putting those parts together
to ensure security is an engineering

problem, and as such, software develop-
ment should be approached with the
attitude that secure and effective solu-
tions can be created even when some of
the materials used are flawed [2].

Recent media attention on the fre-
quency of security patches that are
required by popular software packages
may lead developers to think that soft-
ware security is an overwhelmingly
complex issue. While security is diffi-
cult, it is not impossible. There are
three specific high-leverage techniques
that can be used, such as threat model-
ing, risk analysis, and software assess-
ment and security testing. Each of
these is well within the reach of the
skills of most developers.

Threat Modeling
The purpose of threat modeling is to
examine the security of a software
component from the perspective of
what types of attack are likely to take
place on it. Traditionally, the practice of
using graphical software representa-
tions, such as Unified Modeling
Language (known as UML), focuses on
describing what is expected of a sys-
tem, not what is unexpected. Threat
modeling augments this approach by
requiring developers to consider ways a
component might be misused based on
past history. It helps developers think
beyond standard features and consider
negative or unexpected events. Arising
from threat modeling are misuse and
abuse cases which address abnormal
behavior. Extending use-cases to in-
clude misuse-cases that depict side-by-
side what behavior should be supported
and what should be prevented has been
proposed [4]. Threat modeling helps
developers view the software compo-
nent from the perspective of an attack-
er, thus bringing security to the fore-
front during all phases of development.

Threat modeling begins with a cata-
log of agents and attacks that have been
carried out on other systems. There are
vulnerability databases such as the
National Vulnerability Database (NVD)
[5] and Open Source Vulnerability
Database (OSVDB) [6] that incorporate
publicly available vulnerability re-
sources and would make a good starting
point in documenting these agents and
attacks. At its most fundamental, the
catalog consists of well-known vulnera-
bilities, such as problems arising from
boundary conditions, intersystem com-
munication, system assumptions, etc.
Other vulnerabilities are added as they
are observed.

The threat model specific to a soft-
ware component – from which use and
misuse cases are constructed – is con-
structed in the following three steps [7]:
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1. A behavior model of intended func-
tions is defined based on the func-
tional requirements.

2. Based on the behavior model, deci-
sions on potential misuse/abuse or
anomalies of the intended functions
that would violate any of the securi-
ty goals are made.

3. Mitigations for misuse or anomalies
in the threat model are specified.
The steps are frequently carried out

iteratively, with the derived security
models built with different levels of
detail.

Tools and methodologies that are
helpful in threat modeling are attack
trees [8], attack nets [9], and attack pat-
tern matching [10]. These methodolo-
gies approach threat identification at dif-
ferent levels of abstraction. Attack trees
diagram the steps an attacker would take
in completing his/her objective [8].
Attack trees tend to be most effective in
smaller applications. An attack net, an
extension of an attack tree, is a Petri net
used to represent complex security
threats with variation within attack pat-
terns [9]. Attack nets are not meant to
model the actual behavior of a sys-
tem/component when an attack hap-
pens but are used to organize the devel-
opment of probable attack scenarios.
Concurrency and attack progress are
modeled as tokens, and intermediate and
final objectives are modeled as places,
while commands or inputs are modeled
as transitions [9]. Attack pattern match-
ing processes such as Security Analysis
for Existing Threats [10] and Microsoft’s
Spoofing, Tampering, Repudiation,
Information Disclosure, Denial of
Service, and Elevation of Privilege
(STRIDE)  [11] approach, are designed
to match attack patterns to system
designs. These processes are used at the
design level to provide a higher level of
abstraction so that the evolving system
design can incorporate security mea-
sures to the process.

Risk Analysis
Risk is the probability that an event
with a negative impact will occur. It is
determined by factors such as the ease
of executing an attack, the attacker’s
motivation and resources, a system’s
existing vulnerabilities, and the cost or
impact in a particular business context
[1]. Risk analysis deals with the way
threats are described. It takes into
account the impacts, the probable con-
sequences, and the probability and fre-
quency of occurrence of each threat [1,
12]. It helps in determining ways to alle-

viate identified risks by providing selec-
tion criteria for safeguards and other
means of preventing or lessening iden-
tified risks to a level that is considered
acceptable.

The activities that are done during
risk analysis are determined by the
security requirements received during
requirements and design phase analysis.
Common risk analysis activities include
risk identification, assessment, charac-
terization, communication, mitigation,
and risk-specific policy definition [12].
Techniques such as asset valuation,
quantitative risk analysis, and qualitative
risk analysis are used in risk analysis to
gather required information so that
security-relevant design specifications
can be created [13]. The information
gained from risk analysis is used while
choosing tools and mechanisms for the
security design process. The value of
assets and the cost of attacks are com-
pared with the costs of tools and mech-
anisms in order to ensure the chosen

tools and mechanisms are appropriate
and proportionate to the risk to which
the application or system is exposed.

Asset valuation is the process used
to determine the worth of an asset. It
examines information not only of the
hardware and software pertinent to the
system but also personnel and other
physical assets. The value of the asset is
made up of its inherent value and the
short and long term impacts and conse-
quences of its compromise [14]. This
aids in justifying proposed mitigation to
stakeholder, legal and other regulatory
requirements [1, 12].

Quantitative risk analysis is used to
identify the key risk elements and the
value associated with identified risk.
This information allows for the estima-
tion of potential loss and the ability to
analyze potential threats. Quantitative
risk analysis is used to compute what is
known as the Annual Loss Expectancy
(ALE):

ALE = Single Loss Expectancy (SLE) x
Annualized Rate of Occurrence (ARO) 

where, 

ARO is the frequency of threat per year,
SLE is the asset value x the exposure
factor (EF), and EF is the percentage of
asset loss caused by the potential threat.

The values garnered from the quantita-
tive analysis can then be ranked and deci-
sions can then be made based upon the
information.

Lastly, qualitative risk analysis is used
to discover the threats and vulnerabilities
that apply to different identified scenar-
ios. Safeguards and countermeasures that
reduce or prevent the probability and
effect of occurrence are identified, based
on the threats and vulnerabilities found
[12]. Most qualitative risk analysis
methodologies assign weight and values
to categories such as  probability of
occurrence, impact, exposure, and cost.
Higher values are assigned to categories
that are assumed to be of greater impor-
tance, thereby reflecting their impact in
the overall priority score.

The information gathered during risk
analysis is then used in the rest of the
development cycle. Fault-injection meth-
ods and security tests are driven by the
vulnerabilities and risks discovered and
annotated during risk analysis.

Software Assessment and
Security Testing
Testing traditionally involves exercising
an application to see if it works as it
should. In contrast, security testing
entails identifying and removing vulnera-
bilities that could result in security viola-
tions. It also validates the effectiveness of
security measures that are in place [15].

Most of the testing methodologies
used fall into one of two categories: black-
box or white-box testing. Black-box tests
are those whose data are derived from the
specified functional requirements in which
attention is not given to the final program
structure [16, 17]. Commonly used black-
box testing approaches for software secu-
rity are penetration, functional, risk-based,
and unit testing.

White-box tests are those tests and
assessment activities where the structure
and flow of the software under review
are visible to the tester. Testing plans are
made based on the details of the software
implementation and test cases are based
on the program structure [15, 16, 17].
Commonly used white-box assessment
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approaches that can assess security are
source code analysis and profiling.

The method by which security
assessment and testing is carried out
depends on the perspective of the
tester relative to the software compo-
nent. Test cases that are constructed
based on functional requirements with-
out regard to specific knowledge about
software internals are known as black-
box tests; test cases that take advantage
of internal structure are known as
white-box tests. Often, the information
gathered during risk analysis is used to
develop white-box and black-box test
cases. In particular, flaws identified dur-
ing risk analysis can be purposely added
to a software component to forcibly
change the program state and demon-
strate the effects of a successfully
exploited vulnerability. This approach,
known as fault injection, allows for
absolute worst-case prediction [18]. It
gives an insight into predictive mea-
sures such as mean-time-to-hazard,
minimum-time-to-hazard, and mean-
time-to-failure; all of which quantify
risk.

Three approaches are commonly
taken to test the security of a compo-
nent in a black-box fashion. Risk-based
testing demonstrates that security func-
tionalities work as intended [19].
Penetration testing examines the ease
with which a component can be infil-
trated. Unit security testing assumes
that adversaries will take a two-stage
approach to attack: First, they get
access to the software, then second,
control the software after access. As
such, the assumptions that developers
make about the environment and incor-
porate into the components should be
checked at the unit testing level. Attack
trees have been used by many as a
method for identifying and modeling
security threats, especially those that
involve many stages for implementation
[20].

Two high-leverage white-box tech-
niques for assessing and validating
security are source code analysis and
profiling. Static analysis tools are used
to look at the text of a program while it
is not executing so that it can discover
vulnerabilities within the program. A
fixed set of patterns or rules are used as
basis for scanning the source code. For
example, many vulnerabilities are
known to come from reusable library
functions such as stropy() and stat ();
so, a static analyzer could scan the pro-
grams to see if they contain any calls to
those functions. The result of the

source code analysis aids in the devel-
opment of test cases and gives a good
perspective of the security posture of
the application. White-box testing
should be used to verify that the poten-
tial vulnerabilities uncovered by the sta-
tic analysis tool will not lead to security
violations [21].

Profiling tools enable the tester to
observe the performance of an applica-
tion while it is running. This provides
insight into where performance bottle-
necks may be occurring. It also enables
the tester to see and understand the
sequence of function calls and the time
spent in different areas of the software,
and thereby brings it to the open areas
of vulnerability that are not apparent
when using static code analyzers [12].

Although security aspects of soft-
ware should be tested, it is also impor-
tant to understand that security is not
just a function that can be checked off
but is an emergent property of the
application. In other words, this would
be analogous to saying that being dry is
an emergent property of being inside a
tent during a rainstorm. The tent only
keeps a person dry if the poles are
made stable, vertical, and able to sup-
port the weight of the wet fabric; the
tent also must have waterproof fabric
(without any holes) and be large enough
to protect all those who want to remain
dry. Lastly, everyone must stay under
the tent the whole time it is raining. So,
although having poles and fabric is
important, it would not be enough to
say the tent has poles and fabric, thus it keeps
one dry! [22].

Conclusion
To develop software systems with secu-
rity as an emergent feature entails that

the high leveraged techniques discussed
be incorporated into the whole soft-
ware development life cycle. Threat
modeling that drives risk analysis begins
with the garnering of requirements and
use cases. Risks generated from the
threat modeling activities act as a
barometer for design, development of
tests, and development of rules for
software code assessment and as one of
the benchmarks for testing.

Software security demands a balance
of reactive and proactive measures, and
it requires that more time be spent in
determining the risks that can or will
affect the system. Software systems
have to be designed from a high enough
level of abstraction with security of the
system as an emergent feature of the
system in question. The processes uti-
lized to create secure systems need
more refinement so that the ubiquity of
software is not hampered by inherent
insecurity due to poor design.u
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